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[Abstract] Objective: To construct classification models for traditional Chinese medicine (TCM) tonifying
prescriptions based on multiple machine learning and backpropagation neural network (BPNN), assisting the
automatic classification of TCM tonifying prescriptions. Methods: By integrating TCM theory with modern data
science methods, data on TCM tonifying prescription were collected and organized. Characteristics such as four
natures, five flavors, and meridian tropism were selected as features for model training and validation. Support
vector machine (SVM), stochastic gradient descent (SGD), K-nearest neighbor (KNN), random forest (RF), extreme
gradient boosting (XGBoost), light gradient boosting machine (Light GBM), and BPNN algorithms were used to
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construct prescription classification models for four categories: Qi-tonifying, blood—tonifying, Yin-tonifying, and
Yang—tonifying. SHapley Additive exPlanations (SHAP) were applied to interpret and analyze feature importance.
Results: A total of 174 samples were organized, including 43 Qi-tonifying prescriptions, 45 blood —tonifying
prescriptions, 50 Yin—tonifying prescriptions, and 36 Yang—tonifying prescriptions. After training, the F1-Scores
for the models on the training set were: SVM 0.551 8, SGD 0.745 6, KNN 1.000 0, RF 0.893 2, XGBoost
1.000 0, Light GBM 0.914 1, and BPNN 0.739 9. On the validation set, F1-Scores were: SVM 0.554 0, SGD
0.846 3, KNN 0.778 3, RF 0.710 5, XGBoost 0.552 1, Light GBM 0.710 1, BPNN 0.770 9. Major features
identified by the SHAP model interpreter included kidney meridian, spleen meridian, lung meridian, and sweet
flavor. Conclusion: This study constructed multiple highly accurate classification models for tonifying prescriptions,
with the BPNN model demonstrating the most balanced performance among the seven models. Moreover, the

major features identified by the SHAP model interpreter aligned with the characteristics of TCM tonifying

prescriptions, aiding in the interpretability of the classification process.
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